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Introduction
COVID-19, also known as the coronavirus disease 2019, 
is a highly contagious respiratory illness caused by the 
severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2). The outbreak of this novel coronavirus was first 
identified in Wuhan, China, in December 2019, and it 
rapidly evolved into a global pandemic. COVID-19 has 
since had a profound impact on public health, econo-
mies, and daily life around the world. One of the key 
challenges posed by COVID-19 is its rapid transmission, 
which has led to an urgent need for efficient and accurate 
methods of detection. Timely and precise identification 
of COVID-19 cases is crucial for controlling its spread, 
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Abstract
COVID-19 has claimed the lives of thousands over the past years. Although pathogenic laboratory testing is the 
established standard, it carries a significant drawback with a notable rate of false negatives. Consequently, there is 
an urgent need for alternative diagnostic approaches to combat this threat. In response to this pressing need for 
accurate and parameter-free methods for COVID-19 identification, particularly within lung images, we introduce a 
novel approach that combines the principles of topological data analysis with the capabilities of machine learning. 
Our proposed methodology entails the extraction of persistent homology features from lung images, effectively 
capturing the intrinsic topological properties inherent in the data. These extracted persistent homology features 
then serve as inputs for various machine learning methods employed for classification purposes. Our primary 
objective is to achieve exceptional accuracy in the detection of COVID-19 all while showcasing the effectiveness of 
these topological features. The experimental results demonstrate that the Random Forest Classifier and the Support 
Vector Machine models outperform the rest, showcasing their effectiveness in classifying CT scan lung images with 
remarkable precision—an accuracy rate of 97.5% for the Random Forest model and an AUC score that surpasses 
0.99 for the SVM. Results of the model on the same data after exclusion of the topological features and on other 
data with application of the same model with topological features showed the efficiency of these features in the 
classification task.
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facilitating appropriate medical care, and preventing 
healthcare systems from becoming overwhelmed [1, 2].

Various methods have been developed to detect 
COVID-19 in individuals. These methods typically fall 
into two main categories: diagnostic tests that directly 
detect the presence of the virus and tests that identify the 
body’s immune response to the virus.

1.	 Molecular Tests (Virus Detection): The most 
common method for diagnosing COVID-19 is 
through molecular tests, such as the polymerase 
chain reaction (PCR) test. This test detects the 
genetic material of the virus in a patient’s respiratory 
sample. It is highly accurate but may require 
specialized equipment and time for processing [3, 4].

2.	 Antigen Tests: Antigen tests detect specific proteins 
on the surface of the virus. They are quicker and 
less expensive than PCR tests, making them suitable 
for rapid screening. However, they might be less 
sensitive, resulting in the need for confirmation with 
a molecular test [5, 6].

3.	 Serological Tests (Antibody Detection): Serological 
tests detect antibodies that the immune system 
produces in response to the virus. These tests are 
useful for identifying past infections and studying the 
prevalence of the virus within populations. They are 
not suitable for early diagnosis, as it takes time for 
the body to produce detectable antibodies [7].

4.	 Chest Imaging Techniques: Imaging methods, such 
as X-rays and computed tomography (CT) scans of 
the chest, can also aid in the diagnosis of COVID-19. 
These techniques can reveal characteristic patterns 
of lung damage caused by the virus. However, they 
are not definitive for diagnosis and are often used in 
conjunction with other tests [8, 9].

In recent times, advanced technologies like artificial 
intelligence and machine learning have been explored 
to enhance the accuracy and speed of COVID-19 detec-
tion. These technologies can analyze patterns in medi-
cal images, such as lung X-rays and CT scans, to aid in 
early identification and triaging of COVID-19 cases [10–
12]. Efforts continue to evolve in the field of COVID-19 
detection, aiming to improve the accessibility, speed, and 
reliability of testing methods to effectively manage and 
mitigate the impact of the pandemic on a global scale. In 
the realm of machine learning, numerous recent stud-
ies and articles have observed a growing convergence 
between the significance of the detection of COVID-19 
and the application of machine learning methods. The 
predominant advantage of machine learning lies in its 
ability to swiftly process and leverage vast volumes of 
data, surpassing the pace at which traditional statistical 
analyses can be conducted by humans.

A previous study has shown a comparative analysis of 
machine learning and soft computing models to predict 
the occurrence of COVID-19 as another method to the 
Susceptible-Infectious-Removed (SIR) and Susceptible-
Exposed-Infectious-Removed (SEIR) models [13]. Many 
machine-learning models have been studied, but two 
have shown brilliant results (i.e., Multilayer Perceptron, 
MLP, and Adaptive Network-Based Fuzzy Inference Sys-
tem, ANFIS) [14]. Machine learning and deep learning 
are alternatives to humans with accurate diagnostics [15]. 
You can train your machine learning model using x-rays 
and computer tomography (CT) scans. Wang and Wong 
have developed a deep convolutional neural network 
(COVID-Net) that can diagnose COVID-19 from chest 
x-rays [16]. Moreover, recent studies show the potential 
of Artificial Intelligence and Machine Learning tools by 
suggesting a new model that comes with rapid and valid 
method SARS-CoV-2 diagnosis using Deep Convolu-
tional Network [17, 18]. In this regard, the remarkable 
performance suggests the use of the convolutional neu-
ral network (Resnet-101) as an adjuvant tool for increase 
the accuracy of COVID-19 diagnosis. Recent studies 
used supervised machine learning techniques for clas-
sifying the text into four different categories COVID, 
SARS, ARDS and Both (COVID, ARDS). Logistic regres-
sion and Multinomial Naïve Bayes showed better results 
than other ML algorithms for detecting COVID-19 using 
clinical text data set [19].

In a comparative analysis framework between various 
supervised machine learning algorithms in diagnosing 
COVID-19 infections, Pijush Dutta implemented bag-
ging algorithm, k-nearest neighbor, and random forest 
for classifying the datasets of COVID-19 [20]. Random 
Forest gave better results with employing accuracy of 
85.71%. Haochen Yao and Nan Zhang built a COVID-19 
severeness detection model based on supervised machine 
learning algorithms [21], and obtained the best model 
using the Support Vector Machine algorithm (SVM) 
with 28 features and overall accuracy of 81.48%. Mah-
bubunnabi Tamal trained a supervised machine learning 
algorithms to distinguish between COVID-19 and other 
diseases, where he found that SVM and Ensemble Bag-
ging Model Trees (EBM) when trained on 71 radiomics 
features can distinguish between COVID-19 and other 
diseases with an overall sensitivity of 99.6% and 87.8% 
and specificity of 85% and 97% respectively [22]. Davide 
Brinati developed two machine learning classifica-
tion models using hematochemical values from routine 
blood exams to discriminate between patients who are 
either positive or negative to the SARS-CoV-2 [23]: their 
accuracy ranges between 82% and 86%, and sensitivity 
between 92% and 95%.

Topological data analysis (TDA) is a methodology 
designed to capture the underlying geometric structure, 
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encompassing coarse-scale, global, and nonlinear geo-
metric attributes, within high-dimensional datasets. 
Rooted in concepts from algebraic topology, TDA has 
exhibited remarkable success in diverse data domains, 
spanning from molecular to population-level information 
[24, 25]. TDA finds an optimal fit in the context of quan-
tifying the architectural characteristics of prostate cancer 
from a prostatic perspective. In the realm of histological 
classification, the Gleason grading system relies on rec-
ognizing structural motifs formed by clusters of cancer 
cells and surrounding stroma. Even in complex higher-
dimensional spaces, TDA empowers an intuitive compre-
hension of data patterns and their inherent architecture. 
Notably, the concept of persistent homology (PH) has 
emerged as a novel multiscale representation of topo-
logical attributes. Among the array of algebraic topology 
tools, persistent homology stands out as one of the most 
potent and computationally viable techniques for quanti-
fying the topological traits of functions.

Our research investigates the presence of COVID-
19, focusing on lung images obtained through CT scan 
since this kind of format is more suitable for processing 
computationally while maintaining sufficient resolu-
tion. To extract meaningful insights, we compute persis-
tent homology features from these images. Leveraging 
machine learning techniques on these homological per-
sistence features holds significant potential in accurately 
identifying the appropriate classification for COVID-
19 within such images. Consequently, our objective is 
to enhance pathologists’ comprehension of the detec-
tion of COVID-19’ system by amalgamating topologi-
cal data analysis with machine learning algorithms. The 
efficacy of our method lies in its capacity to distinguish 
between COVID-19 patterns from non-COVID-19 pat-
terns with an accuracy that passes 97%. To date, there 
hasn’t been any research that utilizes the resilience of 

persistent homology features in machine learning clas-
sification techniques for identifying COVID-19. Our 
article employs a more comprehensive array of machine 
learning methods, thereby expanding the horizon for 
more advanced outcomes. Our methodology involves the 
categorization of lung images into two classes. The pro-
cess commences with images preprocessing. We start by 
image resize and normalization, enhancement then we 
perform lung segmentation. Subsequently, topological 
features are computed over the image. Machine learning 
techniques are then applied to predict the classes of each 
image.

Over time, there have been numerous proposals dis-
cussing the significance of persistent homology and oth-
ers exploring the evolution of machine learning within 
the medical field. Yet, no one tutored the integration of 
these two on COVID-19 detection. Meanwhile, many 
methods have emerged using deep learning or machine 
learning to classify CT scan images as either COVID-
19-affected or not. Our proposed model stands out, dem-
onstrating exceptional performance across all aspects 
when compared to existing models trained on these types 
of images. In Table 1, we present a selection of methods 
applied to CT scan images along with their respective 
results. It is evident that achieving accuracy through the 
classification of topological features in the image, rather 
than relying solely on statistical or direct pixel values, 
holds great promise and underscores the potential of our 
approach.

Mathematical methods
Topological data analysis
TDA (Topological Data Analysis) extracts a significant 
set of topological attributes from high-dimensional data-
sets, which complement geometric and statistical charac-
teristics. This presents a distinct viewpoint for machine 

Table 1  Review on methods and quantitative results for the classification of COVID-19 CT-Scan Images
Paper Pre-processing applied Model applied Performance
T. D. Pham [26] Augmentation techniques involving ran-

dom reflection, translation, and scaling
Pre-trained Convolutional Neural Network 
(CNN) model with weights from the ImageNet 
dataset.

The highest performance obtained 
by DenseNet201. Accuracy: 96.20%, 
AUC = 0.98 ± 0.03.

V. Shah et al [27] Unprocessed Pre-trained CNN model with ImageNet weight 
on CT scan images

The highest performance obtained by 
VGG19. Accuracy: 94.50%.

Y. Pathak et al. 
[28]

Unprocessed Pre-trained CNN model with ImageNet weight The highest performance obtained by 
ResNet32. Accuracy: 93.01%

R. Tiwari. et al 
[29]

Data augmentation, resizing images and 
channels slicing and stacking.

Channel based overlapping CNN tower 
architecture

The obtained accuracy is 99.40%, 
AUC = 0.99.

A. Sinha et al. 
[30]

Manual assessment to compromise 
segmentation accuracy

ML prediction model based on clinical param-
eters and automated CT scan features

The highest performance obtained by 
Random Forest Model ALLR. AUC: 0.91.

M. Subrama-
nian, et al [31]

Image augmentation techniques based 
on “in-place” and “on-the-fly” methods

Learning without forgetting by leveraging 
transfer learning using CNN

The highest performance obtained by 
Wide ResNet. Accuracy: 98.12%

E.H. Lee, et al 
[32]

Scaling, data augmentation, applying 
a clipping function that truncates all 
Hounsfield unit intensity values above a 
fixed pre-determined value.

CNN that uses the entire chest CT volume ap-
plied on data in different countries

Highest accuracy: 93.2%, Highest AUC: 
0.994
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learning. Conversely, features derived from conventional 
topological models like cell complexes retain the over-
all inherent structural information. However, they often 
overly simplify the structure, and their use in quantitative 
characterization is limited. In a specific instance, in [33], 
the authors discuss the concept of Computational Topol-
ogy, which integrates topological tools into established 
algorithms for data manipulation. In this study, our focus 
lies in employing persistent homology, a well-researched 
and widely applied tool in TDA.

Persistent homology
Persistent Homology (PH) stands as one of the exten-
sively explored and utilized tools within Topological Data 
Analysis (TDA). It possesses the ability to incorporate 
geometric insights into topological characteristics. This 
allows for the tracking of topological measurements con-
cerning the “birth” and “death” of distinct elements like 
isolated components, circles, rings, loops, pockets, voids, 
or cavities across all geometric scales. The methods elu-
cidated by the authors in [34, 35] explain deeply how 
persistent homology is computed through nested topo-
logical spaces. The method introduced here adheres to a 
structured procedure, commencing with the conversion 
of image pixels into a cubical complex, denoted as the 
“pixels complex.” Subsequently, the filtration scheme is 
devised to construct an ordered sequence of these pixels’ 
complexes. At this point, persistent homology computa-
tions are applied to this filtration scheme, allowing for the 
identification of homology classes that exhibit the most 
prolonged persistence throughout the filtration process. 
In Fig. 1, a flowchart shows the steps of computation of 
persistent homology, starting from the input image to 
obtaining the persistent homology classes of dimensions 
0 and 1.

Topological transformation to pixels’ complex
Cubical complexes provide a structured space for ana-
lyzing 2D grayscale images. In this framework, we cre-
ate complex structures using cubes, squares, edges, and 
vertices. Specifically, when dealing with grayscale images, 
we represent individual pixels as vertices (0-cells) in the 
complex [36, 37]. The relationships between pixels are 
captured by unit length edges (1-cells), connecting pix-
els with coordinates that differ by one unit along a single 
axis. Moreover, unit squares (2-cells) are constructed by 
connecting its four-unit edges. This construction process 

results in a visual representation as in Fig. 2, where black-
colored vertices represent pixels. These vertices can be 
connected by edges (1-cells). Squares (2-cells) are created 
using the 4 surrounding edges. The pixel’s complex in 
Fig. 2 represents an example of an instance of the topo-
logical space that will be created during the filtration 
scheme described later in section “Filtration of the pixels’ 
complex”. It represents a 3*4 image, with 12 pixels-verti-
ces represented by letters from a to l. Edges can connect 
each two vertices vertically or horizontally, (ab) or (hl) for 
example. Squares are formed by the 4 surrounding edges 
as the square (abfe) is formed by (ab), (bf ), (fe) and (ea). 
This approach allows us to create a comprehensive com-
plex that encapsulates the image’s pixel values and their 
spatial relationships. Ultimately, this complex serves as 
a mathematical foundation for analyzing and processing 
grayscale images.

We establish an algebraic structure within the context 
of the pixels’ complex by defining k-chains, denoted as 
Ck, as formal sums of k− cells. These k -chains have coef-
ficients in Z2, as orientation is not required for our pur-
poses. The entire set of k -chains, along with the addition 
operation, constitutes a group referred to as Ck (X), and 
we call them the chain groups of dimension k. To main-
tain relationships between chains of varying dimensions, 
we employ boundary operators. The boundary operator 
δk  is a function between chain groups and is denoted as 
δk: Ck (X) → Ck−1 (X). A chain complex is a sequence 
of chain groups connected by boundary functions, ensur-
ing that δkδk+1= 0 holds for all dimensions k. In the case 
of 2D, the chain complex is represented as follows:

Fig. 2  An example of a pixels’ complex composed from vertices, edges 
and squares

 

Fig. 1  The flowchart for the computation of persistent homology classes
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	 ∅ → C2 → C1 → C0 → ∅� (1)

Where ∅ is the empty set. It’s worth noting that this chain 
complex’s extension to higher dimensions is straightfor-
ward. Furthermore, the crucial property that the bound-
ary of a boundary equals emptiness plays a significant 
role, as it is essential for constructing homology groups, 
as we will explore further in the subsequent sections.

Filtration of the pixels’ complex
Homology groups, as a concept, play a crucial role in our 
discussion before investigating the filtration scheme. 
These groups are computed based on the topological com-
plex. The primary aim of homology groups is to identify 
and retain chains that encompass holes within the com-
plex while disregarding those that do not. To achieve this 
goal, we categorize chains into two distinct groups. The 
first group comprises chains whose boundaries are null, it 
means those chains that give a null result when we apply 
the boundary function to them, and these are of particular 
significance in our construction. We refer to this group as 
the k-th cycle subgroup within Ck. Its importance lies in its 
ability to represent chains that form closed loops or cycles 
within the complex, which directly relates to the topologi-
cal features of interest. We will note this subgroup Zk.

	 Zk = {x ∈ CK |δk (x) = 0} = kerδk� (2)

Where kerδk is the kernel of the boundary function. 
Within these groups, our focus shifts to those elements 
that represent boundaries of higher-dimensional chains. 
This subset forms another group known as the k -bound-
ary group:

	Bk = {x ∈ CK | ∃y ∈ \Ck+1 , x = δk+1y} = im δk+1� (3)

Where imδk+1 represents the image of the boundary 
function. As an example, the 1-chains B and G that are 
composed from blue and green edges in Fig. 2 are cycles 
because their boundaries are null. Indeed

δ1(“Blue”) = δ1((bc) + (cd) + (dh) + (hl)
+ (ki) + (if) + (fb)) = b
+ c + c + c + d + d + h + h
+ l + k + i + i + f + f + b = 0

since every point appears twice and we work on Z2 field. 
Thus “Blue”  belongs to Z1. The 1-chain B is also a 1-cycle 
and at the same time it is the boundary of a 2-chain, then 
“Blue” ∈ B1. Due to the property δkδk=1 = 0, it follows 
that the k -boundary group Bk is a subset of the k -cycle 
group Zk. As a result, we can define the k -th homology 
group Hk as the quotient group obtained by dividing Zk 
by Bk. The fundamental purpose of the homology group 

is to filter out cycles that are themselves boundaries since 
such cycles cannot enclose voids or holes. Consequently, 
our focus primarily lies on the k -th homology group 
Hk, while the k -boundary group Bk, which represents 
cycles that are boundaries, is reduced to a mathemati-
cal zero. Furthermore, since Hk is a quotient group, it 
can be represented using equivalence classes. Each ele-
ment of Hk belongs to an equivalence class denoted as [z
], where z is an element of Zk. This class serves as a con-
tainer for equivalent cycles, and every chain that is part 
of Zk but not a part of Bk can be effectively represented 
within this equivalence class. In this way, Hk captures the 
essential topological features of interest within the com-
plex. The concept of a filtration scheme, coupled with the 
functionality of homology, leads to the emergence of the 
concept known as "homological persistence". This filtra-
tion scheme is established based on an intensity function, 
which serves as a criterion for ordering the cells within 
the complete complex X, encompassing all cells, based on 
their respective intensity values.

In our filtration structure, we assign the 0-cells to store 
pixel intensities as values, while each k -cell stores the 
maximum value among its k − 1 -cells, which represent 
its boundary. For example, a square cell will contain the 
maximum intensity value among its four edges, and so 
on. Following this approach, we denote Xi as the pixels’ 
complex, which contains cells with values not exceeding 
the integer i. Consequently, we create a nested sequence 
of subcomplexes within X , as follows:

	 ∅ ⊂ X0 ⊂ X1 ⊂ . . . ⊂ Xi ⊂ . . . ⊂ X � (4)

Figure  3 provides an illustrative example of this filtra-
tion process applied to the pixels’ complex from Fig. 2. 
As we progress from X0 to X27, new cells are gradually 
introduced, and cycles and boundary groups are formed 
during the filtration process. By tracking the topologi-
cal changes in this filtration using homology, we obtain a 
sequence of homology groups for each dimension k, con-
nected by linear maps induced by inclusions:

	 Hk (X0) → Hk (X1) → . . . Hk (Xi) → . . . → Hk (X)� (5)

This sequence of homology groups enables us to analyze 
the evolving topological characteristics of the complex as 
we transition from one filtration step to the next.

Persistent homology computation
We can identify homology classes at each level Xi dur-
ing the filtration process. However, this approach results 
in a loss of specific information regarding individual 
cycles. A more informative approach involves detect-
ing the lifespans of homology classes and tracking their 
evolution throughout the filtration, rather than merely 
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recording their existence at a single level i.During the 
intensity-based filtration, new homology classes may 
emerge, or existing ones may cease to exist at each level 
i. The lifespan of a homology class is determined by the 
difference between the level at which it is created and 
the level at which it is destroyed. For example, in Fig. 3, 
a 1-cycle representing a homology class is born at X7 but 
later ceases to exist at X27 because it becomes part of a 
higher-dimensional chain. Consequently, the lifespan of 
this cycle is 20. Homology classes with longer lifespans 
signify the presence of significant topological features in 
the image, while those with shorter lifespans are typically 
considered as noise. This observation can be visually rep-
resented using a persistence diagram, which records the 
birth and death times of homology classes. This perspec-
tive is further reinforced by the stability of the persis-
tence diagram under continuous changes [35], making it 
particularly valuable in biomedical image processing, as 
it allows for the extraction of features that remain invari-
ant to geometric transformations.

Persistent homology and machine learning
Persistent homology-based machine learning (PHML) 
models have found applications across various domains, 
including image analysis. The core concept behind PHML 
is to derive topological insights from data through per-
sistent homology (PH) and subsequently integrate these 
features with machine learning techniques, encompass-
ing both supervised and unsupervised learning methods 
[38]. Persistent homology can ensure several theoretical 
benefits when integrated with other methods. It focuses 
on the persistent topological features of the data, which 
are less sensitive to noise compared to geometric or alge-
braic methods. This robustness can be particularly useful 

when dealing with noisy or complex datasets [35, 39]. 
Persistent homology captures global structural informa-
tion about the dataset, such as loops, voids, and tunnels, 
which may not be easily discernible using other methods. 
This ability to capture global structure can lead to more 
holistic representations of the data [33, 40]. One of the 
key advantages of persistent homology is its ability to 
analyze data across multiple spatial scales simultaneously. 
This multiscale analysis can uncover hierarchical struc-
tures and relationships in the data, providing insights 
that may be missed by methods that focus on a single 
scale [41, 42]. In the context of computational implemen-
tation (as depicted in Fig. 4), PHML can be divided into 
four key steps: cubical complex construction, PH analy-
sis, extraction of topological features, and the utilization 
of topology-based machine learning. In one instance, as 
described in [43], the authors introduce the WSI-GTFE 
method, which combines Topological Data Analysis 
(TDA) and Graph Neural Networks (GNNs) to effec-
tively identify and quantify key pathogenic information 
pathways, capturing both macro and micro architectural 
details within histology images. In another study [44] 
the authors explore an approach that enhances modern 
image classification techniques by incorporating topo-
logical features. This method has demonstrated impres-
sive accuracy in image classification using deep learning 
algorithms. Furthermore, a recent development [45] 
introduces a novel approach that merges TDA and deep 
learning features for the purpose of COVID-19 detection 
from chest X-ray images.

The initial step involves the construction of the pixels’ 
complex based on the data under investigation. Follow-
ing this, in the second step, we employ filtration as part 
of persistent homology (PH) analysis. Through a carefully 

Fig. 3  Example of filtration scheme of the pixels complex in Fig. 2

 



Page 7 of 14Assaf et al. BMC Biomedical Engineering             (2025) 7:4 

designed filtration process, we can compute the persis-
tence of topological properties. In simple terms, persis-
tence provides information about the geometric extent of 
these properties.

Various software tools are available for conducting per-
sistent homology analysis on diverse data structures. In 
our case, we utilize PHAT, which stands for the Persis-
tent Homology Algorithm Toolbox, as introduced, and 
detailed in reference [46]. PHAT offers an efficient means 
of calculating persistent homology classes specifically tai-
lored for images. Moving on to the third step, we focus 
on the extraction of meaningful topological features from 
the results obtained through persistent homology analy-
sis. These results are typically represented in the form of 
either persistent barcodes (PBs) or persistence diagrams 
(PDs). Consequently, we convert the results into topolog-
ical feature vectors from the PH results.

The final step entails combining these topological fea-
tures with machine learning algorithms. In essence, these 
features can be directly employed in supervised learning 
models. Depending on the specific learning models cho-
sen, it is essential to consider various feature selection 
and representation techniques to maximize the model’s 
performance. For more detailed information, please refer 
to article [47].

Proposed methodology
In image segmentation, the topological characteris-
tics derived from persistent homology play a significant 
role [48–50] Concerning our work, upon computing 

persistent homology within images, we can extract essen-
tial information such as the lifespan of 0-cycles, 1-cycles, 
and the measure of persistent entropy. In addition to 
these topological attributes, we also compute the average 
and standard deviation of the lifespan for 0-cycles and 
1-cycles within each window, along with their respective 
persistent entropies for dimensions 0 and 1. Furthermore, 
we calculate the mean and standard deviation of pixel 
values, resulting in a comprehensive set of eight features 
computed within each image. The persistent entropy H of 
the topological space is calculated as follows:

	
H = −

∑
i∈I

pi log (pi)� (6)

Where li represents the lifespans of the homology cycles, 
L =

∑
i∈I li, pi = li

L .

To summarize, from each CT scan, we extract a col-
lection of eight features, encompassing the mean and 
standard deviation of 0-cycle lifespans, the mean and 
standard deviation of 1-cycle lifespans, 0-persistent 
entropy, 1-persistent entropy, as well as the mean and 
standard deviation of pixel values. The subsequent 
phase involves integrating this dataset into supervised 
machine learning algorithms, specifically designed for 
classification tasks. Supervised learning aims to con-
struct a compact model representing the relationship 
between predictor features and class labels’ distribution. 
Subsequently, this model is employed to assign class 
labels to test samples, where predictor feature values 

Fig. 4  The flowchart for PHML modeling. It entails the selection of specific cubical complexes based on the data types in use. By tuning an appropriate 
filtration parameter, one can apply persistent homology (PH) analysis through custom software such as PHAT. The output generated by PH is then con-
verted into feature vectors, which are subsequently integrated with supervised machine learning methods
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are available, but class label values are unobserved. The 
evaluation of the classifier typically relies on prediction 
accuracy, calculated as the proportion of correct predic-
tions divided by the total number of predictions made 
[51]. In this application, we’ve opted for Decision Trees 
(DT) as our logic-based learning approach, this method 
doesn’t necessitate making any initial statistical assump-
tions about the data’s distribution. For statistical learning 
algorithms, we’ve employed the Random Forest Classifier 
(RF), Support Vector Machines (SVM), Naïve Bayes Clas-
sification (NBC) and Logistic regression (LG) [38, 47, 52]. 
For SVM we used the RBF kernel as kernel function. The 
likelihood of Naive Bayes classifier used is the probability 
of the predictor given class.

Note that the machine learning techniques applied on 
homological persistence features are very effective in the 
detection of the right class in these kinds of images, a 
previous article showed the effectiveness of the choice of 
these 8 characteristics [53]. Finally, we compute the con-
fusion matrix to measure the accuracy of the five super-
vised machine learning methods used.

Data collection and image preprocessing
Our primary objective was to assemble a dataset com-
prising chest CT scan images from both normal and 
COVID-19 patients and prepare this dataset for seam-
less use in subsequent phases. We collected a total of 
800 axial chest CT images, evenly distributed between 
patients with and without COVID-19. These images 
underwent meticulous manipulation and processing to 
eliminate unwanted pixels, such as those originating from 
ribs, the heart, and blood vessels, while retaining the cru-
cial lung pixels that hold the pertinent information in our 
dataset. To enhance the overall accuracy, we performed a 
series of image preprocessing steps.

 	• Image Resize and Normalization: Since the 
images in the dataset had varying sizes, the initial 
preprocessing step involved resizing all images 
to a standardized dimension of 128 × 128 pixels. 
Subsequently, all images were converted to a 
uniform grayscale color map [0 256] and then 
normalized to a [0 1] scale.Image Enhancement: 
Image enhancement plays a pivotal role in digital 
image processing, facilitating a more effective visual 
inspection and further analysis of image groups. 
One of the techniques employed for this purpose 
is contrast enhancement, which seeks to amplify 
image contrast while preserving the original image 
brightness. To accentuate the contrast between the 
entire lung region of interest in chest CT images 
and surrounding structures (such as bones, soft 
tissues, blood vessels, and the heart), we applied 
a contrast enhancement technique known as 

Gamma Correction (GC) [54]. GC is a histogram 
modification technique that utilizes a variable 
parameter γ. In our case, we utilized the GC method 
with γ = 3 for its exceptional ability to enhance the 
distinction between the lungs and other components 
in all dataset images. Noting that no additional 
noise reduction techniques were applied beyond the 
described preprocessing steps.Lung Segmentation: 
The primary goal of lung segmentation in our 
study was to retain only the pixels relevant to lung 
parenchyma, whether with or without COVID-19 
findings, and to set all other pixels from surrounding 
structures to zero. This process was carried out 
to improve the accuracy of predictive models 
to be employed in subsequent sections. Lung 
segmentation involved several key steps, as outlined 
below:

1.	 Image binarization was performed using binary 
and triangle thresholding methods for normal 
images [55] and the OTSU Thresholding method 
for COVID images [56].

2.	 Image Mask Generation involved detecting 
all in-lung nodules and out-lung objects and 
subsequently removing them from the image [57].

3.	 Applying the inversion of the generated mask onto 
the original image yielded the segmented lung 
image, which exclusively retained lung pixels while 
eliminating all other extraneous pixels.

The Fig.  5 illustrates examples of chest CT scan images 
of normal and COVID-19 patients after performing the 
mentioned preprocessing steps.

Evaluation metrics
We divided our dataset into training and testing subsets, 
varying the testing sizes. The subsequent results illus-
trate the performance of our supervised algorithms. For 
each approach, we computed the confusion matrix, accu-
racy, F1 score, and AUC score. The diagonal elements 
in a confusion matrix represent correct classifications, 
while off-diagonal elements represent misclassifications. 
It consists of four key elements beginning from first 
row, first column, True Positives (TP), False Negatives 
(FN), False Positives (FP), and True Negatives (TN). In 
addition to this, cross-validation is widely employed in 
applied machine learning to test the efficacy of a model 
on unseen data. This technique involves utilizing a por-
tion of the dataset for training and the rest for validation, 
ensuring a more realistic assessment of model perfor-
mance. Cross-validation, specifically the k-fold method, 
with k = 5 is used in our method [58]. This approach 
partitions the dataset into k subsets, allowing for robust 
validation and testing. Each subset is used iteratively for 
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validation while the remaining data is used for training, 
with the process repeated multiple times for thorough 
evaluation.

In Table 2, we present the outcomes obtained using 
the Decision Tree Classifier. We calculated the confu-
sion matrix, which yielded an accuracy of 93.75% for a 
20% testing size, along with an F1 score of 0.94. The AUC 
score achieved for this classifier was 0.93812. The values 
of precision, recall and specificity are mentioned as well 
in the table. In addition, we used the same k-fold cross 
validation with k = 3,4,5 and 10. The mean and standard 
deviation of accuracy results across splits were 91.72% 
and 1.31% respectively which shows the consistency of 
the results.

Moving on to Table 3, we showcase the results obtained 
from employing the Random Forest Classifier. The con-
fusion matrix was displayed, showing an accuracy of 
97.51% for a 30% testing size, and an AUC score above 
0.99 based on the ROC curve for all testing sizes. The 
mean and standard deviation of accuracy results across 
splits, for k = 3,4,5 and 10, were 96.34% and 0.72% respec-
tively which shows a high consistency.

In Table 4, we present the findings from applying the 
Naïve Bayes Classifier. We implemented the confusion 

matrix and computed the average accuracy, F1 score, and 
AUC score, which were 84.09%, 0.8559, and 0.948845, 
respectively It’s worth noting that this method exhibited 
relatively lower performance compared to the other clas-
sification models. The mean and standard deviation of 
accuracy results across splits, for k = 3,4,5 and 10, were 
84.11% and 1.64% respectively.

In Table 5, we exhibit the results derived from the Sup-
port Vector Machine Classifier. We displayed the confu-
sion matrix, revealing an accuracy of 96.25% for a 30% 
testing size, and an AUC score of 0.992495 based on the 
ROC curve. Notably, the SVM classifier achieved the 
highest AUC value (0.992495) among all the methods, 
surpassing the others (DT: 0.93812, RF: 0.990278, NB: 
0.95386 LG: 0.945505). Consequently, it stands out as the 
most efficient method for detecting COVID-19 in CT-
scan images. The mean and standard deviation of accu-
racy results across splits, for k = 3,4,5 and 10, were 94.51% 
and 0.95% respectively.

Lastly in Table 6, we showcase the results obtained 
from employing the Logistic regression Classifier. The 
confusion matrix was displayed, showing a highest accu-
racy of 85.42% for a 30% testing size, and an average AUC 
score of 0.945505 based on the ROC curve. The mean 

Table 2  Decision Tree Classifier results
Test size Accuracy (%) F1 score AUC score Precision % Recall% Specificity % Confusion Matrix
0.1 91.25% 0.8889 0.90090 96.55% 82.35% 97.83%

0.2 93.75% 0.9419 0.93812 93.10% 95.29% 92.00%

0.3 90.42% 0.9084 0.90382 91.20% 90.48% 90.35%

0.4 90.63% 0.9112 0.90551 94.48% 88.00% 93.79%

Fig. 5  Images (a) and (b) illustrate chest CT scans of individuals without any abnormalities, whereas images (c) and (d) represent scans of patients diag-
nosed with COVID-19
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Table 4  Naïve Bayes Classifier results
Test size Accuracy (%) F1 score AUC score Precision % Recall% Specificity % Confusion Matrix
0.1 83.75% 0.8571 0.95301 92.86% 79.59% 90.32%

0.2 81.88% 0.8304 0.95019 95.95% 73.19% 95.24%

0.3 86.67% 0.8750 0.95386 95.73% 80.58% 95.05%

0.4 84.06% 0.8610 0.93832 94.43% 79.70% 90.98%

Table 5  Support Vector Machine Classifier results
Test size Accuracy (%) F1 score AUC score Precision % Recall% Specificity % Confusion Matrix
0.1 93.75% 0.9315 0.98921 97.14% 89.47% 97.62%

0.2 94.38% 0.9508 0.99022 98.86% 91.58% 98.46%

0.3 96.25% 0.9639 0.99350 97.56% 95.24% 97.37%

0.4 94.69% 0.9489 0.98586 97.53% 92.40% 97.48%

Table 3  Random Forest Classifier results
Test size Accuracy (%) F1 score AUC score Precision % Recall% Specificity % Confusion Matrix
0.1 96.25% 0.9552 0.99213 96.97% 94.12% 97.83%

0.2 95.63% 0.9600 0.99212 94.38% 97.67 93.24%

0.3 97.51% 0.9750 0.99128 96.67% 0.9831 96.72%

0.4 95.94% 0.9590 0.99236 97.44% 94.41% 97.48%
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and standard deviation of accuracy results across splits, 
for k = 3,4,5 and 10, were 83.86% and 1.03% respectively.

Discussion
Based on the obtained results, the Random Forest Classi-
fier demonstrated the highest level of accuracy compared 
to the other classifiers. Specifically, it achieved an accu-
racy rate of 97.5%, surpassing the Decision Tree Classi-
fier at 93.75%, the Naïve Bayes Classifier at 86.7%, and 
the Support Vector Machine at 96.25% and the Logistic 
Regression at 85.42%. When it comes to the Area Under 
the Curve (AUC) metric, the Support Vector Machine 
(SVM) classifier outperformed all other methods, with an 
AUC value of 0.992495 which exceeded those of the Deci-
sion Tree (0.93812), Random Forest (0.990278),Naïve 
Bayes (0.95386) and Logistic Regression (0.945505).

When choosing classifiers, several factors come into 
play to identify the most suitable models. Decision Trees 
are straightforward to interpret and understand, offer-
ing a clear depiction of decision rules. This clarity makes 
them particularly valuable in situations where model 
explainability is crucial. Random Forest, on the other 
hand, is an ensemble method that combines multiple 
Decision Trees to enhance generalization and robustness. 
By averaging the predictions from a collection of trees, 
it reduces variance and minimizes the risk of overfitting 
that can occur with a single tree. This method can also 
assist in identifying important features, which is benefi-
cial for feature selection or for gaining insights into which 
features hold more significance in the data. SVMs are 
adept at managing high-dimensional spaces and perform 
well with high-dimensional datasets. However, they can 
be computationally demanding, particularly with large 
datasets, and may necessitate careful tuning of the kernel, 
regularization, and margin parameters. It’s important to 
note that accuracy can be sensitive to the threshold used 
to convert predicted probabilities into class labels. Alter-
ing this threshold may result in different accuracy values. 

In contrast, the AUC-ROC provides a more compre-
hensive performance measure that is not dependent on 
the threshold. The remarkable performance of SVM can 
likely be attributed to the incorporation of topological 
features obtained through operations that engage linear 
equations [38, 59]. This choice aligns well with the supe-
rior performance of the Support Vector Machine, which 
excels when dealing with linearly separable data [52]. 
The Naïve Bayes classifier leverages probabilistic prin-
ciples, while the Decision Tree and Random Forest Clas-
sifier rely on tree-like structures for decision-making. In 
addition, we remark that the Random Forest Classifier 
accuracy is the highest in all testing sizes between all the 
classification methods and the Support Vector Machine 
method gives stable AUC results that are the highest in 
a testing size of 30% which represents a balance between 
precision and generalization. In addition, a kernel-based 
method on the raw distances, like SVM is applied directly 
on the images since it’s the most popular type of kernel 
approach. A binary classifier determines the best hyper-
plane that most effectively divides the two groups. To effi-
ciently locate the ideal hyperplane, SVMs map the input 
into a higher-dimensional space using a kernel function. 
This method showed accuracy with less than 90% for all 
testing sizes.

In order to assess how much better of a classifier we 
can build if we incorporate topological features to the 
analysis, we applied the exact same models that we fitted, 
but with just the pixel average and standard deviation 
as inputs. The classification results showed a maximum 
accuracy of about 94.7% and a maximum AUC value of 
0.97328. In addition, these same models were applied 
on the 6 topological features alone and showed a maxi-
mum accuracy of 85.4% and a maximum AUC value of 
0.86519. These results show clearly that the topological 
features combined with the statistical ones that form the 
8 features improve the accuracy percentage of the clas-
sification methods. The use of topological data analysis 

Table 6  Logistic Regression Classifier results
Test size Accuracy (%) F1 score AUC score Precision % Recall% Specificity % Confusion Matrix
0.1 83.75% 0.8222 0.94561 90.24% 80.43% 88.24%

0.2 82.50% 0.8313 0.94352 95.83% 73.40% 95.45%

0.3 85.42% 0.8606 0.95105 93.10% 80.00% 92.38%

0.4 83.75% 0.8556 0.94184 90.06% 81.48% 86.95%
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provides a new perspective by revealing significant struc-
tural patterns in image data that existing methods may 
overlook. Topological features allow the model to identify 
and assess the connectivity and gaps within CT images. 
These features reflect the essential geometry and topol-
ogy of lung tissues, which can change due to infection. In 
cases of COVID-19, affected lungs often exhibit unique 
characteristics such as ground-glass opacities, consolida-
tions, and fine reticular patterns that disrupt the natural 
topology of lung structures. By integrating these topo-
logical features, it becomes easier to distinguish between 
different patterns in CT images that correspond to vari-
ous stages and severity of COVID-19. These topological 
changes are captured by the persistence of certain fea-
tures across multiple scales, enhancing the model’s sensi-
tivity and specificity.

In addition, the same models were applied on CT scan 
images from the dataset used in [30] to validate our 
method on a different dataset. The results indicate that 
both the SVM and Random Forest classifiers outper-
formed the others, displaying notably high accuracy lev-
els. Specifically, the SVM achieved an accuracy rate of 
94.5% with an AUC score of 0.93, while the Random For-
est classifier achieved an accuracy rate of 93.8% and an 
AUC score of 0.94. These findings underscore the effec-
tiveness of the proposed method when applied to addi-
tional datasets of CT scan images of lung images.

To contextualize the novelty and effectiveness of the 
proposed approach, we applied deep learning and con-
ventional image processing techniques on the data set. 
The results of the three and four convolutional layers 
CNN show a best accuracy of 94.2 % and 94.8% respec-
tively with Decision Tree classifier, 92.3% and 93.4% with 
Random Forest classifier, 93.4% and 94.1% with Naïve 
Bayes classifier, 95.1% and 95.7% with SVM classifier.

The study may encounter limitations due to the vari-
ability in CT image quality, which is affected by factors 
such as resolution, noise, and contrast that vary between 
different equipment. This inconsistency could reduce the 
model’s accuracy when it is applied to real-world clinical 
data, particularly with low-quality images that may have 
motion artifacts or poor resolution, leading to potential 
false positives or negatives. Furthermore, while the use 
of topological features is innovative, it may present chal-
lenges for clinical interpretability, as these features do not 
provide the intuitive insights that traditional imaging bio-
markers offer.

Conclusion
Numerous studies in the field of image analysis have har-
nessed the power of persistent homology and the associ-
ated statistical insights to categorize image data. In our 
research, we leveraged the results of persistent homol-
ogy to distinguish between COVID and non-COVID 

images. This endeavor unveils a groundbreaking detec-
tion method characterized by its parameter-free nature, 
thanks to the innovative concept of persistent homology 
profiles. When it comes to the classification of biomedi-
cal images, the fusion of machine learning techniques 
with persistent homology is highly recommended due 
to its effectiveness [53, 60, 61]. In particular, topological 
features derived from biomedical images, notably from 
CT scans, are portrayed in terms of the scale and distri-
bution of zero and one-dimensional persistence features 
through the lens of persistent homology. We introduce 
a unified platform designed for the automatic detection 
of COVID-19 by applying machine learning techniques 
to these features. The Random Forest classifier dem-
onstrated an impressive 97.5% accuracy in COVID-19 
detection, while the SVM classifier exhibited an excep-
tional AUC of 0.992495, surpassing the performance of 
existing state-of-the-art methods applied to the task of 
COVID-19 detection in CT scan images. A comparison 
made on the same data by using only statistical features 
showed the efficiency of adding topological features 
for the classification. To validate the method, the same 
model was applied on other chest CT scan images show-
ing high accuracy. These findings highlight the significant 
potential of our approach and underscore the benefits of 
integrating topological image characteristics into classifi-
cation tasks.

Future work
While this is a preliminary work and yields no definitive 
conclusions regarding clinical utility, it does point to the 
power of persistent homology based on machine learn-
ing, to interrogate the architectures present in COVID-
19. Using this tool, it may be possible to develop a better 
understanding of how it correlates with patient prog-
nostic outcomes. There are many directions for further 
research. On the processing front, it is crucial to thor-
oughly assess the effectiveness of our findings in char-
acterizing the severity and progression of COVID-19, 
enabling physicians to make better-informed decisions. 
For this aim, the dataset diversion needs to be increased. 
The machine learning methods should be implemented 
more on other CT images, X-ray chest images. A model 
based on coarse summaries of the data that requires sta-
tistical tools like quartiles can be applied to investigate 
the results. Other aspects may cover the investigation of 
the order of importance of the 8 summaries found before 
classification. Principal component analysis (PCA) or 
Variational Autoencoder methods can be applied for this 
purpose.
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